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Résumé / Abstract

Nous étudions les modèles de strucutre à terme des taux d’intérêt.
Nous nous penchons plus particulièrement sur une classe de modèles avec
structure affinée. Cette classe contient une grande partie des modèles théoriques
et pratique recensés dans la littérature. Nous proposons des tests pour les
restrictions imposées par la structure affinée. En utilisant des méthodes semi-
paramétriques, nous arrivons à dériver ces tests sous hypothèses très faibles sur
la forme fonctionnelle du processus des facteurs et la forme des relations
affinées. Nous introduisons l’estimateur de la dérivée moyenne qui est adapté à
un contexte de séries temporelles. Les résultats empiriques indiquent que les
restrictions de la structure affinée sont fortement rejetées par les données.

Many continuous time term structure of interest rate models assume
a factor structure where the drift and volatility functions are affine functions of
the state variable process. These models involve very specific parametric
choices of factors and functional specifications of the drift and volatility.
Morevoer, under the affine term structure restrictions not all factors necessarily
affect interest rates at all maturities simultaneously. This class of so called
affine models covers a wide variety of existing empirical as well as theoretical
models in the literature. In this paper we take a very agnostic approach to the
specification of these diffusion functions and test implications of the affine term
structure restrictions. We do not test a specific model among the class of affine
models per se. Instead, the affine term structure restrictions we test are based
on the derivatives of the responses of interest rates to the factors. We also test
how many and which factors affect a particular rate. These tests are conducted
within a framework which models interest rates as functions of “fundamental”
factors, and the responses of interest rates to these factors are estimated with
non-parametric methods. We consider two sets of factors, one based on key



macroeconomc variables, and one based on interest rate spreads. In general,
despite their common use we find that the empirical evidence does not support
the restrictions imposed by affine models. Besides testing the affine structure
restrictions we also uncover a set of fundamental factors which appear
remarkably robust in explaining interest rate dynamics at the long and short
maturities we consider.

Mots Clés : Structure à terme des taux, obligations à coupon zéro, estimateur
de la dérivée moyenne, modèles à facteurs

Keywords : Term structure, zero-coupon bonds, average derivative estimator,
factor models

JEL : C12, C14, C32, G12



1 Introduction

Understanding the dynamics of interest rates and the term structure

has important implications for issues as diverse as real economic activ-

ity, monetary policy, pricing of interest rate derivative securities and

public debt �nancing. It is therefore not surprising that the study of

interest rates occupies a prominent place in theoretical and empirical

�nance as well as macroeconomics. The continuous ow of research pa-

pers suggesting new ways to capture the complexity of the dynamics

in the conditional mean and variance of interest rates reveals that the

literature is still in search of an adequate theoretical and empirical set

of models. In response to this situation a number of recent papers have

surfaced abandoning the traditional parametric models and proposing

a non-parametric approach to study interest rates and the term struc-

ture. Examples of such work include A��t-Sahalia (1996 a,b), Conley et

al. (1996), Gallant and Tauchen (1996), Stanton (1997) and Tauchen

(1996).

The most commonly used term structure models are factor mod-

els with an a�ne structure where the drift and volatility functions are

a�ne functions of the state variable process. This in turn imposes re-

strictions on the response of interest rates of di�erent maturities to the

factors. This paper proposes a semi-parametric procedure to model in-

terest rates. Our analysis is di�erent from previous work in the literature

in two respects. First, we test the restrictions imposed by the a�ne term

structure model without a priori parametric functional form restrictions.

Therefore, we are able to test restrictions pertaining to the general class

of a�ne structure models. Second, in addition to considering interest

rates as factors, we consider an alternative set of factors that are based

on macroeconomic conditions in the economy. More speci�cally, we con-

struct factors as linear functionals of key economic time series but in a

way that they have a straightforward economic interpretation. Hence

they do not have the drawback of principal component or latent factors

which often do not have a direct interpretation.

Our semi-parametric analysis proceeds in two steps. We �rst identify

factors without assuming knowledge of the response function of interest

rates to the factors.1 Once the factors are identi�ed, we proceed with es-

timating the response function using non-parametric methods. There is

1The variables comprising each factor is weighted by estimates of Average Deriva-

tives developed in H�ardle and Stoker (1989) and Powell, Stock and Stoker (1989).

Because the Average Derivative Estimator is a non-parametric estimator, the weights

used to construct the factors are estimated without imposing strong distributional

assumptions or imposing linearity.
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an obvious appeal to this two step procedure. While estimation of factor

models is not uncommon in parametric models following, for instance,

the classical paper by Cox, Ingersoll and Ross (1985) (henceforth CIR)

and others, many of the strong distributional assumptions of linearity

and normality are relaxed in our semi-parametric setting.

The results in our paper show that despite the widespread use of

the a�ne term structure framework (see Du�e and Kan (1996) and

references therein), it does not stand up very well empirically. Indeed,

we �nd strong evidence against the set of restrictions implied by the

general class of a�ne structure models. While others such as A��t-Sahalia

(1996 b), Andersen and Lund (1996), Chan et al. (1992), Conley et al.

(1996), Gallant and Tauchen (1996), Stanton (1997) and Tauchen (1996)

also reported strong rejections of speci�c a�ne models such as the well-

known a�ne model of CIR, our analysis di�ers from these works in that

we do not test any speci�c a�ne model. Instead we rely on a general set

of restrictions imposed by a�ne structures on the conditional mean and

variance of interest rates.

The rest of the paper is structured as follows. In section 2 we discuss

the multi-factor term structure models which motivates our empirical

work. Estimation of the factors and the econometric model used to test

the a�ne term structure restrictions are discussed in section 3 and 4.

The empirical results are presented in section 5. We use monthly zero

coupon bond data for three maturities constructed from three interest

rate series, a one-month T-bill, a �ve-year government bond and a ten-

year one. Conclusions appear in section 6.

2 Multi-factor Term Structure Models

It is quite common to use parametric factor models for interest rates

and their term structure. The early models, like Vasicek (1977), Cour-

tadon (1982) and Cox, Ingersoll and Ross (1985), were various types

of single factor continuous time models for the short term rate rt. In

recent years multi-factor models became more common. For instance,

Heath, Jarrow and Morton (1992) (henceforth HJM) present a unifying

theory for valuing contingent claims under a stochastic continuous time

multi-factor term structure of interest rates. Du�e and Kan (1996) also

proposed what can be viewed as a multi-factor Markov parameteriza-

tion of the HJM model and many speci�c cases have been studied both

theoretically and empirically.2 The appeal of the Du�e and Kan model

2The HJM model, placed in a Markovian setting, has the entire yield curve as a

state variable. The Du�e and Kan model is a �nite-dimensional state space model.
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and several of its special cases is that the factors are observable. This

greatly simpli�es the task of model speci�cation, as latent factor models

are far more challenging to deal with.

In this paper we will follow the tradition of assuming that factors

are observable. Let us suppose for the moment that the K-dimensional

factor state variable process is denoted by zt and start from the typical

stochastic di�erential equation setup:3

dzt = �z(zt;�)dt+ �z(zt;�)dW
�

t (1)

Given the speci�cation of the factors one assumes that the market price

at time t of zero coupon bonds maturing at time t+� is given by f(zt; �)

and the so-called short-rate process r is de�ned by:

r(z ) = lim�#0
�logf(z ;�)

�
: (2)

Following Harrison and Kreps (1979) and Harrison and Pliska (1981)

we know that under suitable regularity conditions absence of arbitrage

is equivalent with the existence of a risk-neutral martingale measure Q.

Under this measure the laws of motion of the factor process in (1) take

the following form:

dzt = �z(zt;�)dt+ �z(zt;�)dWt (3)

where Wt = (W1t; :::;WKt) is a standard Brownian motion in R
K ,

�z(zt;�) a K� 1 vector and �z(zt;�) a K�K matrix. Moreover, under

the Q measure the short-rate process and the zero coupon bonds satisfy:

f(zt; T � t) = EQ[exp(�
TR
t

r(zs)ds)jzt] (4)

almost surely for 0 � t � T �1: When we denote r�t(zt) = logf(zt; �)

then from Itô's lemma we have that:

dr�t = ~�z(zt;�)dt+ exp(�r�t)fz�z(zt;�)dWt: (5)

where ~�z(zt;�) = [exp(�r�t)fz�z(zt;�) + :5
�
exp(�r�t)(fzz)�z(zt;�)

�
]:

Equations (2), (4) and (5) represent a generic, complete markets, multi-

factor Markov term structure model. Often the K factors are chosen to

be a set of interest rates with distinct maturities and the cross-maturity

restrictions are exploited for estimation and interpolation. Under stan-

dard regularity conditions there is a one-to-one mapping between the

3We follow the notation of Du�e and Kan (1996) here and omit the technical

regularity conditions which are discussed at length in their paper.
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set of K fundamental factors and the K interest rates of distinct ma-

turity so that the choice of maturities is not essential. In the case of

K = 1 it su�ces to use one interest rate to model the entire term struc-

ture. Practitioners often \calibrate" the model for a number of interest

rates at �xed maturities at least equal in number to the dimension of

zt, and it is common practice to decompose changes in the term struc-

ture into \level", \slope" and \curvature" factors. Dai and Singleton

(1997) discuss in detail the over-identifying restrictions imposed on the

joint distribution of bond yields by a�ne interest rate models and show

the various re-parameterizations and normalizations that exist between

alternative representations of the factors.4

Needless to say, only carefully chosen parametric forms for �z(:; �),

�z(:; �) and the function f will satisfy (3) and (4). In parametric fac-

tor models, convenient restrictions are often chosen so that the models

yield closed form solutions for pricing derivative securities. For exam-

ple, single factor models typically involve a linear mean-reverting drift

set �z(zt;�) = �1(�2 � zt). Restrictions on the volatility function di�er

more widely, though often a constant elasticity of variance (CEV) spec-

i�cation is adopted, i.e. �
2
z(zt;�) = �

2
r
�3
t where �3 = 0 for Vasicek's

model, �3 = 2 in the model proposed by Courtadon, and �3 = 1 for CIR.

In the multi-factor extensions of the term structure the parametric

restrictions being imposed are typically of the kind discussed by Du�e

and Kan (1996), where a class of compatible models described by the

triplet (�z , �z , f) is considered with:

f(z ; �) = exp
�
A(�) +B(�)0z

�
: (6)

where A(�) is a scalar and B(�) is a K � 1 vector. This so-called class

of a�ne term structure models implies in particular that equation (5)

specializes to:

dr�t =
�
B(�)0�z(zt;�)

�
dt+

�
B(�)0�z(zt;�)

�
dWt: (7)

Hence, dr�t is determined by a set of common factors zt with a maturity

e�ect which is given by the scaling function B(�). Obviously, some

elements of B(�) may be zero for some � . Therefore, all factors do not

necessarily a�ect all maturities simultaneously.

Following Chan, Karolyi, Longsta� and Sanders (1992) and others,

let us now consider an Euler discretization of (7), namely:

�r�t+1 =
�
B(�)0�z(zt;�)

�
+
�
B(�)0�z(zt;�)

�
"t+1: (8)

4It should be noted that Dai and Singleton (1997) focus on the class of a�ne term

structure models with �z(zt;�) and �z(zt;�) linear in zt. Further discussion on this

will follow later.
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where "t is i.i.d. N(0; IK).
5 Hence the conditional mean and variance

for the interest rate processes are respectively:

E(�r�t+1jzt) =
�
B(�)0�z(zt;�)

�
(9)

whereas the conditional variance is given by:

V (�r�t+1jzt) =
�
B(�)0�z(zt;�)]

�
B(�)0�z(zt;�)]

0 (10)

The restrictions imposed by the a�ne term structure model can now be

made precise. Let us consider �rst cases where B(�) is nonzero, hence

all the factors a�ect the zero coupon rate at maturity � . From (9), we

see that the derivatives of the conditional mean with respect to a factor

zit are the same up to a scaling factor that depends on � . Likewise, the

marginal e�ect of a factor on the conditional variance of interest rates

should also be the same up to a scale factor. The a�ne model thus

imposes tight common factor restrictions on both the conditional mean

and variance of the term structure. The fact that we have restrictions

on the �rst two conditional moments is quite important and useful for

empirical testing. Although the a�ne term structure restrictions are

formulated in terms of the risk-neutral density Q which di�ers from the

empirical data generating process, the common factor representation and

the a�ne structure apply to the risk-neutral as well as the empirical

density.6 These restrictions across interest rates of di�erent maturities

thus provide a set of testable hypotheses which can be used to assess the

a�ne term structure model.

As discussed earlier, not all factors necessarily a�ect interest rates

at all maturities simultaneously under the a�ne term structure restric-

tions. In other words, B(�) may have zero elements for some given � .

When a factor is excluded at a particular maturity then of course the

marginal e�ects are no longer the same across maturities. However, if

a factor is excluded from the conditional mean of an interest rate of a

given maturity, it may not necessarily be excluded from the conditional

variance of the same interest rate. Indeed, through the o�-diagonal ele-

ments of the covariance matrix �z(zt;�) this factor may still appear in

the conditional variance although it does not appear in the conditional

5While we proceed here with Euler discretizations it should be noted that the

subsequent analysis does not critically depend on this particular choice of discretiza-

tion. Recently, other discretization schemes have been adopted, see e.g. Tauchen

(1996) who used the Platen Strong Order 1 Scheme described in Kloeden and Platen

(1992, pp.374{375) to better take into account some of the curvature of the di�usion

functions. The impact of di�erent discretization schemes will be discussed shortly.
6The a�ne structure is a restriction on the relation among random variables which

is not a�ected by the change of measure.

5



mean. Fortunately, we can test and identify the presence or absence of

a factor to see how many and which factors a�ect the conditional mean

of a particular interest rate.

3 Estimation Issues

Our ultimate objective is non-parametric estimation of the conditional

mean and variance for the interest rate processes, E(�r�t+1jzt) and

V (�r�t+1jzt) for � representing one-month, �ve-year and ten-year matu-
rities with zt being a set of factors. The zero-coupon interest data used

in our empirical application are monthly yields from 1964 to 1990 and

taken from McCulloch (1990), for the 1964 to 1983 part of the sample,

and Kwon (1992), who extended the original data set from 1983 to 1990.

Hence the sample contains 384 monthly observations.

In practice, our analysis proceeds in two steps. We �rst identify the

factors. Once the factors are identi�ed, we then proceed with estimating

the responses of the interest rates to the factors using non-parametric

methods. The appeal of non-parametric estimation is that the relation-

ships between interest rates and the factors are completely determined

by the data with no distributional or functional restrictions imposed.

This allows us to test the restrictions imposed by the a�ne model.

We consider two sets of factors. The �rst set is comprised of two

interest rate spreads. This is a fairly conventional way to proceed, using

two factors which are directly observable. We will provide more details

later on the choice of the spread factors. More unconventional is the

second set of factors, one real and one nominal, which are based on

macroeconomic variables. This approach has some features in common

with the APT models initially developed for equity pricing by Chen, Roll

and Ross (1986), among many others. In the next subsection, we discuss

the econometric methodology used to construct the real and the nominal

factor. Once this is accomplished, the following section discusses how

the response of interest rates to the factors are estimated.

3.1 Constructing the Real and Nominal Factors

We are interested in explaining interest rate movements using factors

based on macroeconomic variables other than interest rates. This is mo-

tivated by the fact that although interest rate spreads might capture

the dynamics of interest rate movements, the use of the spreads as fac-

tors does not shed light on the relationship between economic conditions

and interest rates. Possible candidates for the variables underlying the

6



macroeconomic factors are interest-sensitive series such as industrial out-

put, money growth and ination. These variables, which we denote as x,

can be motivated by many macroeconomic paradigms (e.g. the IS-LM

model). But, because there is no theory on which to guide the grouping

of the variables into factors, we need an estimation strategy that gives us

a set of factors with a meaningful economic interpretation. For example,

a linear combination of housing starts and the exchange rate would not

be an economically interesting factor. Our choice of factors is therefore

based upon casual economic reasoning.

Since interest rates provide the link between the real and the �nancial

side of the economy we expect them to be a�ected by real and monetary

factors. This being the case, our goal is to construct a nominal and a real

factor. Partitioning the matrix x into x1 (the nominal variables) and x2

(the real variables), we have two indices z1 = x
0

1�1 and z2 = x
0

2�2 where

�1 and �2 are factor loadings.7 The factor loadings of zi are obtained

from the estimation of y conditional on x1 and x2 using the indirect

slope estimator, �, de�ned empirically as:

�̂ = S
�1
lx Sly; (11)

where Slz = N
�1
P

l(xi)(zi � �z)1i, l̂(x) = f̂
0(x)=f̂(x) is the score, f(x)

is the density. Because numerical problems can arise when f̂(x) is too

small, the density is trimmed at the 5% level, a condition determined

by the the indicator variable 1i. The indirect slope estimator is an

\average derivative estimator" considered in Powell, Stock and Stoker

(1989).8 The estimator can also be viewed as an instrumental variable

estimator using the scores as instruments.9 The scores are proportional

to the matrix x if the true relationship between y and x is indeed linear,

in which case, �̂ reduces to OLS. The estimator is
p
N consistent if x

and the regression error are i:i:d: and the asymptotic properties of the

estimator are analyzed in Stoker (1991). It is worth noting here that even

though zi is a generated regressor, since we replace x0i�i by x
0

i�̂imodel

7To avoid cumbersome notation in the remainder of this section we shall denote

the dependent variables such as �r�t+1 or its volatility by y and drop the time indices

from the factors zit.
8Stoker (1993), for example, has considered single index models with the weights

of the index based on estimates of the indirect slope estimator. What is often re-

ferred to as \factor models" in the �nance literature is thus \index models" in the

semi-parametric and other literatures, and we will on occasions use the two terms

interchangeably.
9The advantage of the indirect slope estimator over the alternative average deriva-

tive estimators is that the smoothing required on both the numerator and denomina-

tor of �̂ reduces the smoothing bias that arises in �nite samples (see Stoker (1993)).

7



achieves pointwise consistency at the rate N2=5 as though �̂ is known.10

Because of the time series nature of our application, the possibility

is high that the i:i:d: assumption is violated. Fortunately, in a recent

paper by Chen and Shen (1996), the estimator was shown to achieve a

convergence rate of
p
N under the assumption that xt (the regressors)

and the regression error are stationary uniform mixing. However, the

estimated covariance matrix of the average derivatives needs to take the

weakly dependent nature of the errors into account. Let ru = y � x
0
�̂,

where �̂ are the estimated average derivatives. In our analysis, Sruru is

the heteroskedastic-autocorrelation consistent variance covariance ma-

trix using the Parzen window with automatic selection of the bandwidth

as discussed in Andrews (1991). Since the rui are prewhitened and recol-

ored by a �rst order VAR, it amounts to using the procedure proposed by

Andrews and Monahan (1992). That is, the variance-covariance matrix

of (�̂ � �) is computed from

ûi = (yi � �y)� (xi � �x)0�̂

rui = l̂(xi)1̂iûi +N
�1
h
�k

NX
j=1

�
h
�1
K

0

�
xi � xj

h

�

� K

�
x1 � xj

h

�
l̂(xj)

�
1̂j ûj

f̂(xj)


̂ = S
�1
lx SruruS

�1
lx :

whereK is a kernel function and h is the bandwidth. To proceed with the

choice of bandwidth in estimating the average derivatives we standardize

all the variables to have a mean of zero and a unit variance. The same

bandwidth h can then be used to evaluate the multidimensional kernel

function because it is invariant to the scale of the variables:

K(u1 : : : uk) =

kY
i=1

�(ui) (12)

where �(ui) =
1
p
2�

exp(�u2i =2):

The bandwidth is obtained as the plug-in value based on equation (4.14)

of Powell and Stoker (1992). For the sample size and number of regres-

sors used in the analysis, we settle for a bandwidth of 0.7. Results with

h = 1 and .5 were quite similar.

10See Theorem 10.4.2 of H�ardle (1990).
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Our estimation of average derivatives involves seven variables (all

lagged one period): growth of M2, the �rst di�erence of the (log) ex-

change rate between the U.S. and the U.K., the annual rate of ination,

changes in (log) industrial production, changes in (log) housing starts,

changes in (log) real retail sales and �nally changes in �nished goods

inventories.11 All the series are seasonally adjusted and were retrieved

from Citibase12. The sample period is 1964-1990. Hence, they are stan-

dard series used in US empirical macroeconomic studies. The nominal

index factor is constructed using the �rst three series, while the real

factor is based on a combination of the last four.

We present in Table 1 the ADE estimates with two types of t statis-

tics. These are based on two sets of standard errors estimates, the �rst

are valid under i.i.d. while the second involves a heteroskedasticity and

autocorrelation consistent estimation procedure. As a matter of com-

parison we also report the OLS estimates and their t statistics for the

parameter estimates.

Let us �rst discuss the results by examining what the parameter es-

timates for each of the three regressions yielded. The results in Table 1

show that the e�ect of money growth is positive, as expected, but is sta-

tistically not signi�cant for all of the three maturities. Hence, one could

argue that it does not appear to be part of the nominal fundamental

factor (with the other two series being present). The foreign exchange

variable is signi�cant only for the �ve-year bond, and the estimate is nu-

merically di�erent from the two other maturities. The ination rate is

highly signi�cant for all maturities and roughly equal across the �ve-year

and ten-year bonds. The unconstrained ADE estimates suggest ination

has a much bigger impact on the short end of the term structure.

The next four parameter estimates form the real index factor. The

�rst three variables underlying the real index series all have a positive

impact. The impact of retail sales changes on the short rate appears

not to be signi�cant, however. Housing starts and changes in inventories

on the other hand seem to have a signi�cant short term impact which

becomes less signi�cant at the longer maturities. The impact of inventory

changes is negative on interest rate changes, as expected. However,

the e�ect of inventories on the short-term rate is insigni�cant. These

estimates reveal that real economic variables found to have explanatory

power for the short term rate do not necessarily have explanatory power

for the longer term maturities and vice versa. Indeed, the real and

nominal variables used here are more capable of explaining the longer

11The mean of the series are 6.91,-1.31, 5.44, 3.12, -1.28, 1.02, and 1.22 respectively.
12The relevant Citibase variables are fym2, exrur, pzunew, ip, hsfr, rtrr, ivmt82.
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term maturities. While the search is not exhaustive, experimentation

with other explanatory variables lead to the same general conclusion

that the average derivatives are better determined in the equations for

the longer term maturities than the short term rate.

Notice that the OLS estimates are larger for money growth and gen-

erally smaller for the exchange rate compared to the ADE estimates. The

ADE estimates for ination are much larger than the OLS estimates. For

the real variables, we also observe some noticeable di�erences between

OLS and ADE parameter estimates. The discrepancies between the two

sets of estimates suggest some departure from normality and/or linearity

in the true relationship between interest rates and the macroeconomic

variables. More importantly, the ADE estimates are statistically better

determined than the OLS estimates.

Using the average derivatives as weights, we constructed the real

factor as a function of changes in industrial production, retail sales,

housing starts, and inventories. Likewise we constructed the nominal

factor index applying the ADE weights on money growth, the exchange

rate and the ination rate. A total of six indices are thus constructed,

as there are three di�erent maturities of interest rates being modeled.

In Figure 1 we plot the six index series.

Recall that the term structure models purport to explain zero coupon

bond pricing at di�erent maturities through a set of common factors.

The fact that we have three real factors and an equal number of nominal

ones rather than one real and nominal factor raises a number of issues we

need to discuss. The problem is that the ADE estimation procedure does

not easily extend to multivariate settings where a single index or a pair

of indices can be estimated via a simultaneous equation system. But one

would expect that if there are indeed common factors driving the interest

rates, we should roughly come to the same factors whether we estimate

the factor loadings with or without restrictions across maturities. We

can to a certain extent view this as a �rst informal test of the common

factor estimates.

The results in Figure 1 indeed reveal that the two factors for the

di�erent maturities have similar dynamics in general, even though we

have not imposed restrictions across maturities during the estimation.

In Table 2 we report the cross-correlations between the six index series.

We �nd very high correlations across the three real indices constructed

separately from each of the three di�erent maturities. Likewise, the

correlations across the three nominal indices are also very close to one.

The fact that the cross-correlations between the real and nominal factors

are typically small is also a reassuring result. In the remainder of the

paper we will treat the three maturities separately with their respective

10



factors as they appear in Figure 1. This is a statistically ine�cient way

to proceed as we would have preferred to handle one common set of

estimates for the real and nominal factor. The strong similarity across

the factors shows that we are not very much o� target by proceeding

with single equation methods. Moreover, the similarity is supportive of

a common factor speci�cation which we uncovered without being speci�c

about the response function. To �nd out whether this response function

is within the class of a�ne structures will be a matter of hypothesis

testing.

To put the real and nominal factors which we identi�ed into per-

spective, we consider them alongside with the interest rate spread fac-

tors. For the three maturities considered we can in principle construct

three spreads as factors, these are spreads between the one month and

the �ve year rate (henceforth 1M=5Y ), between the one month and ten

year rate (henceforth 1M=10Y ), and between the �ve and the ten year

rate (henceforth 5Y=10Y ). They appear in Figure 2. We note that the

1M=5Y spread is strongly correlated with the 1M=10Y spread with a

correlation of ..98. However, the correlation between the 1M=5Y and

5Y=10Y spreads is much weaker (.57). We will therefore select the two

least correlated spreads as factors, namely the one month and �ve year

and the �ve year and ten year spreads as factors. It is also worth not-

ing that the correlations between the spreads and the real and nominal

factors have correlations that do not exceed .3.

4 Modeling the Response of Interest Rates

to the Factors

We continue to focus on econometric models which do not require us to

be explicit about the functional form for B(�)0�z(zt;�). As noted ear-

lier, standard interest rate models di�er with regard to the choice of the

compatible set of functions (�z , �z , A, B). We will try to be agnostic

about this by adopting functions of exible form for both the conditional

mean and the conditional variance. Speci�cally, B(�)�z(zt;�) for di�er-

ent values of � are speci�ed as polynomials in the factors. Polynomial

regressions provide non-parametric approximations to the true regres-

sion functions, as controlled by the order of the polynomials, but can be

estimated by least squares. A polynomial regression of order p in each

of the two indices takes the form:

�rt+1 = �0 +

pX
i=1

�1iz
i
1t +

pX
i=1

�2iz
i
2t + �t: (13)
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Polynomial regressions have the distinct advantage over a spline approx-

imation to B(�)�z(zt;�) in that the marginal e�ect of xi on y can be

calculated immediately. That is to say, if z1 = x
0

i�1 and z2 = x
0

2�2 are

index variables based on a set of variables x, @y=@xj can be calculated

as
Pp

i=1(�i1�
i
1j)+

Pp
i=1(�i2�

i
2j), where �1j = @z1=@xj are the weights of

xj in index z1 as determined by the estimates of the average derivatives.

A similar interpretation holds for �2j . Polynomial regressions have the

additional advantage in the present setting in view of the fact that our

empirical models for the conditional mean and variance are based on the

Euler discretizations of (5) leading to (9) and (10). Discretization biases

are well known in parametric speci�cations. The biases are the higher

order terms from the Taylor series expansion of (5) and hence are powers

of z. Thus, expressing the conditional mean and variance of �rt+1 as

polynomials in zt also enables the speci�cation to pick up discretization

bias terms which could be empirically non-negligible.

In the polynomial regressions, the two factors are either the real and

nominal factors, or the interest rate spreads. Note that the timing of

the variables follows from the Euler discretization and in turn implies

that zt are predetermined as far as �rt+1 is concerned, so that the

issue of simultaneity bias does not arise. The regression model (13) is

of the form yt = � + �1(z1) + �2(z2) and is thus a General Additive

Model [see Hastie and Tibshirani (1990)]. Our analysis being on interest

rates, one would generally expect the equations for the conditional mean

and variance to have some dynamic structure. As discussed in Chen

and Tsay (1993), estimation of general additive autoregressive models

is still asymptotically valid when time series data are used, although

some additional care must be taken to avoid spurious �tting of additive

autoregressive models in �nite samples.13 One interesting aspect of our

results is that an autoregressive structure appears unnecessary. There

are two explanations to the simple dynamics of our model. First, all

the variables enter in the form of �rst di�erences or functions of �rst

di�erences, and �rst di�erencing removes the persistent components in

the data. Second, it is possible that the non-linear terms in zt picked up

what would otherwise have been explained by the linear dynamic terms.

Thus, in spite of the remarkably simple dynamic structure, we found

and will report in the next section that the Box-Ljung statistic cannot

reject the hypothesis that the estimated residuals of the conditional mean

equations are white noise.

13The problem arises because a bad �t on (x̂t�1) has a direct impact on the de-

pendent variable in the next step of the back�tting algorithm. For this reason, we

make no attempt to �t additive autoregressive models in this analysis.
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5 Testing the A�ne Structure

In section 2 we derived a set of restrictions for a general a�ne term

structure model without specifying the factor response dynamics. We

noted that not all factors should simultaneously a�ect each of the ma-

turities of the term structure. Moreover, we also found that if a factor

a�ects two di�erent maturities then the derivative of changes in the con-

ditional mean of interest rates with respect to the factor should be the

same across maturities. Moreover, for the conditional variance we ob-

tained the same type of restrictions when all factors are simultaneously

present.14 These restrictions can easily be determined by the degree of

the polynomial approximation. More speci�cally, we should observe the

following features if the a�ne structure is correct. First, a factor found

signi�cant in the conditional mean regression should also be signi�cant

in conditional variance regression (though the degree of the polynomial

could be di�erent).15 Second, if a factor a�ects two interest rates, the

two interest rates should have polynomials in the factor of the same de-

gree (again the degree of the polynomial for the conditional mean and

that for the conditional variance may di�er). We investigate these re-

strictions with the di�erent factor speci�cations, beginning with the real

and nominal ones. In the �nal subsection we assess the robustness of

our �ndings through various diagnostics.

5.1 Using the Real and Nominal Factors

We �rst turn to the results using the real and nominal factors. The

empirical results pertaining to the conditional mean equations appear in

Table 3. There are two parts to the table. The top part reports the poly-

nomials for the conditional means where the degrees of the polynomial

regressions are kept the same across maturities as would be predicted

from the a�ne term structure restrictions. These are called uncon-

strained estimates in the sense that they include what appears to be

insigni�cant regressors. We also report in the lower part of the table

regression results selected by the AIC for picking the order of the poly-

nomials.16 The same type of exercise is done for the conditional variance

and will be discussed shortly.

14Restrictions on the conditional variance models when some elements of B(�) are

zero will be discussed shortly.
15It should be noted that the converse is not necessarily true, namely a factor may

not enter the conditional mean for a given � but nevertheless a�ect the conditional

variance.
16We also considered the BIC and the criterion usually selects the same model.
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The results in Table 3 show that the real factor requires at most

a second order polynomial, while the nominal factor requires only a

linear one. Furthermore the linear term for the nominal factor does not

enter signi�cantly in the shortest maturity, since a t statistic of only

1.499 is obtained. Under the a�ne term structure one should expect a

linear term to be present in the one month rate since the linear term

appears quite signi�cantly in both the �ve and ten year bonds. But the

data suggest that only a single real factor a�ects the short rate while

both nominal and real factors a�ect the long maturity rates. Another

di�erence between the top and lower panel of Table 3 is the quadratic

term in the real factor a�ecting the �ve year maturity rate. The t statistic

is borderline with a value of 2.172 and the AIC criteria in fact select the

lower order linear polynomial speci�cation appearing in the second panel

of the table. These �rst results appear to suggest some departures from

the a�ne term structure restrictions.

One could argue that the non-signi�cant nominal factor in the one

month rate is not in conict with the a�ne term structure speci�cation

since it simply has a zero loading factor. Moreover, one could argue that

the borderline t statistic for the �ve year rate implies one still should in-

clude a quadratic term. Hence, so far the evidence against the a�ne term

structure restrictions is inconclusive. We need to rely on the conditional

second moment conditions to further assess the restrictions.

To analyze the conditional variance we took the residuals of the con-

ditional mean regressions and squared them; these are then used as the

dependent variable of the conditonal variance regressions. The estimates

appear in the lower part of Table 4. For each maturity the same real and

nominal factors are used in the conditional mean and variance regres-

sions. Obviously we �rst need to assure ourselves that the residuals of

the conditional mean regressions are indeed uncorrelated. To assess this

we reproduce the autocorrelation functions in Figure 3. The left panel

pertains to the residuals of the conditional mean regression, the right one

pertains to the square of these residuals. The �gure shows that none of

the residuals are autocorrelated. This is quite remarkable as it suggests

that all temporal linear dependence was removed despite the fact that

no lagged interest rate was put into the polynomial regressions. Hence

the residuals were whitened by a combination of the nonlinearity and the

factors. However, there is clear evidence of persistence in the squared

residuals.

According to the results appearing in Table 4 we need a linear polyno-

mial in the real and nominal index for the conditional variance regression

for the one-month rate. Yet, for the �ve and ten year maturities, linear

and higher order terms of the real factor are insigni�cant. Hence for
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yields of longer maturties the conditional volatility is entirely driven by

the nominal factor. This result is at odds with the a�ne model because

if the a�ne model is correct, the real factor should a�ect the conditional

variance of all three rates as it did so for the conditional mean.17 Note,

however, that even though the nomianl rate appears in the conditioanl

variance of the one month rate but not in the conditonal mean, the re-

sult is consistent with the a�ne model. As discussed earlier, the factors

can a�ect the conditonal variance through the o�-diagonal elements of

�z . What is inconsistent with the theory is the �nding that the factors

a�ect the conditional mean but does not a�ect the conditional variance.

The combination of the empirical evidence retrieved from the con-

ditional mean and variance equations suggests rather strongly that the

a�ne term structure restrictions do not hold up against the data. Al-

though our main focus is to test these restrictions it may parenthetically

be noted that some authors have restricted a�ne bond pricing models

to have a�ne drift and volatility functions ~�z(zt;�) and �z(zt;�):
18 The

results in Table 3 clearly indicate that such restrictions on the drift func-

tion are unwarranted. However, the results in Table 4 suggests that it

can be applied to the conditional variance.

5.2 Using the Spread Factors

Let us turn now to the second model speci�cation involving the inter-

est rate spreads. We have again two factors, namely the one month to

�ve year spread and the �ve year to ten year spread. The conditional

mean is covered in Table 5. The constrained estimates obtained from the

AIC criteria (and t statistics) choose a linear response to the �rst fac-

tor only for the two long term maturities. However, the 1M=5Y spread

does not enter signi�cantly as a factor of the one month rate. Con-

versely, the 5Y=10Y spread has a response function which is quadratic

for the one month rate while it is only linear for the two long term ma-

turities. Hence, we uncover again rather strong violations against the

a�ne structure restrictions with spreads as factors. For the conditional

variance regressions, the unconstrained and constrained models coincide,

hence the top and lower panels are identical. The 1M=5Y spread does

not enter signi�cantly at all in the �ve and ten year conditional volatil-

17Indeed, if the real factor is deleted from the conditional variance then the B(�)

vector should also zero out the real factor in the conditional mean, since the condi-

tional mean and variance of a given maturity should be a�ected by the same factors

according to (9) and (10).
18Dai and Singleton (1997) for instance focus exclusively in this restrictive class of

a�ne models.
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ity equations. This �nding is not in line with the a�ne term structure

speci�cation as it does not agree with the conditional mean results. A

�nal comment, which also leads into the next section where we report

diagnostics, is that the adjusted R
2 of the regressions in Tables 5 and

6 involving the spread factors are generally higher compared to the real

and nominal factor speci�cations discussed in the previous section.

5.3 Diagnostics

How robust are the results we reported so far? How much do they

depend on the factor speci�cation? Are the real and nominal factors

an adequate representation vis-�a-vis the spread factor speci�cations and

vice versa? In this section we investigate the robustness of our �ndings.

We begin with the real and nominal factor models appearing in Table 3,

expanding the original speci�cation along several lines.

The top panel of Table 6 reports regressions where the conditional

mean equations in Table 3 are augmented with lagged real and nominal

factors. We �nd that none of the lagged regressor coe�cients appear

to be signi�cant. An even stronger results is reported in the next panel

of the same table. Adding lagged changes in interest rates for each of

the three maturities is not statistically signi�cant either. Hence, we

�nd that the interest rate dynamics are well captured by the original

speci�cation covered in Table 3 (cfr. the autocorrelations of residuals

plotted in Figure 3).

That the interest rates can be explained by a set of macroeconomic

factors or a set of spread factors raises the issue of whether either set of

factors is adequate. The regression results reported in the lower panel

of Table 6 show that the residuals of the conditional mean regressions

involving real and nominal factors can still be explained by the two

spread factors, at least for the 5Y and 10Y rates. These results reveal

that the real and nominal factor speci�cation is not entirely adequate,

although it seems to capture the temporal dynamics in interest rates.

The inadequacy of one set of factors is con�rmed by diagnostics applied

to the spread factor model. Table 8 reports results of augmenting the

spread factor model with real and nominal factors (only the linear terms).

The t statistics appearing in Table 8 combined with those in Table 6

reveal that neither of the two factor speci�cations entertained in the

previous section are fully taking into account the information relevant

to interest rate modeling.

The signi�cance of spreads in the real and nominal factor model

and vice versa prompted us to consider a �nal speci�cation, involving

three factors. Besides the real and nominal factors we constructed a
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linear combination of the 1M=5Y and the 5Y=10Y spreads, again using

the ADE estimation procedure to estimate the weights of this linear

combination.19 This allows us to expand the model by a single factor

which is a combination of the two spreads rather than adding directly

the two supplementary factors.

We report the three factor model results in two �nal tables, namely

Tables 9 and 10. They contain the unconstrained and constrained con-

ditional mean and variances models. Let us start with the conditional

mean speci�cations again. Linear polynomials su�ce for the nominal

and the spread factors, while a quadratic expansion is necessary for the

real factor. These polynomial expansions coincide with those in Table 3

for the real and nominal factors.

Our primary concern is to test whether our rejections of the a�ne

term structure hold up in this expanded model. They clearly do, as

can be seen from the evidence of the conditional mean and conditional

variance regressions which are reported in Table 10. The polynomial ex-

pansions for the conditional mean models do not match up as they should

under the a�ne term structure restrictions. Indeed the real factor en-

ters only linearly in the 1M rate as opposed to second order in the other

two. Moreover, the results for the conditional variance are also showing

signi�cant di�erences between the constrained and unconstrained spec-

i�cations. Again we observe violations of the a�ne restrictions: (1) the

real factor does not have the same polynomial expansion, and (2) the

nominal factor should be signi�cant in the 10Y rate.

6 Conclusions

In this paper we used a semi-parameteric framework to estimate a set

of macroeconomic factors for interest rates. These factors,in conjunc-

tion with an alternative set of factors based on interest rate spreads, we

used to test the restrictions imposed by the a�ne term structure model.

Speci�cally, we consider i) whether interest rates of di�erent maturi-

ties are functions of the factors of the same order, and ii) whether the

conditional mean and variance of an interest rate of a given maturity

are a�ected by the same factors. According to our empirical investiga-

19To streamline the presentation we refrain here from reporting all the details of

the ADE coe�cient estimates. With the three index speci�cation we need to re-

estimate all the coe�cients, including the ones associated with the nominal and real

factors. These coe�cients are numerically very close to the ones initially obtained

and reported in Table 1. Hence, they produced essentially the same factor series.

The weights obtained for the spread factor via the ADE procedure are reported as

notes to Table 9.
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tion, the a�ne term structure restrictions are rejected for both sets of

factors. Our analysis also shows that the macroeconomic factors have

explanatory power for interest rates beyond what is contained in inter-

est rate spreads and vice versa. Thus, although our results are generally

supportive of common factors in interest rates (but not the a�ne struc-

ture), they suggest that information would be lost if one relies solely on

interset rates of di�erent maturities to model interest rates.

In the introduction of the paper it was noted that many papers have

been written on the subject of interest rate movements but with rather

limited success so far. The semi-parametric framework used in this pa-

per provides some guidance on what parametric models should try to

mimic and aim for improvement through arbitrage and other structural

restrictions. The appeal of the semi-parametric framework is that it does

not require much a priori knowledge of the factors and their responses.

The drawback is that in this framework it is di�cult to impose arbitrage

type conditions across the term structure or other a priori economic

restrictions. On this issue, more work remains to be done.
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Table 7: Diagnostic Regressions for Real and Nominal Conditional Mean

Models:
Adding Lagged Nominal and Real Factors

One-month Five-year Ten-year

real nominal real nominal real nominal

Degree 0 -.2454 - .0208 - .0115 -

(-2.473) - (.448) - (.150) -

1 .6915 - .2459 .2622 .1859 .1689

(5.005) - (3.748) (3.517) (3.747) (3.235)

2 -.3643 - - - -.1452 -

(-2.545) - - - (-2.244) -

realt�1 .3010 .0978 -.1331

(.909) (.474) (-.6814)

nominalt�1 -.0451 -.3011 -.2266

(.1426) (-1.125) (-.8801)
�R2 .079 - .058 - .063 -

Adding Lagged Interest Rates

One-month Five-year Ten-year

real nominal real nominal real nominal

Degree 0 -.2626 - -.0243 - -.0193 -

(-3.811) - (-.924) - (-.778) -

1 .7206 - .2422 .2184 .1791 .1434

(5.394) - (3.666) (3.244) (3.628) (3.077)

2 -.3904 - - - -.1462 -

(-2.789) - - - (-2.464) -

�rt�1 .1150 .0258 .0180

(.2795) - (.468) .324

R2 .077 - .058 - .063 -

Adding Spread Factors

One-month Five-year Ten-year

real nominal real nominal real nominal

Degree 0 -.3201 - .0522 - .0491 -

(-4.181) - (1.559) - (1.630) -

1 .6798 - .2730 .1633 .2134 .1061

(5.020) - (4.197) (2.494) (4.361) (2.336)

2 -.3905 - - - -.1574 -

(-2.795) - - - (-2.729) -

1M=5Y -.0549 .1075 .0814

(-1.413) (4.628) (4.296)

5Y=10 .0073 -.3599 -.1687

(.0450) (-3.737) (-2.167)

R2 .082 - .117 - .112 -
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Figure 1: Time Series Plots of Nominal and Real Factors in 1-month,

5-year and 10-year interest rate models using ADE Regression estimates

33



Figure 2: Time Series Plots of Interest Rate Spreads: 1-month - 5 year,

1-month - 10 year, and 5-year - 10-year Regression estimates
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Figure 3: Residual Autocorrelations of Factor Polynomial Regression

Models
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