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Implementing a Hierarchical Deep Learning Approach for
Simulating multilevel Auction Data

Igor Sadoune’, Marcelin Joanis' and Andrea Lodi*

Abstract/Résumé

We present a deep learning solution to address the challenges of simulating realistic synthetic first-price
sealed-bid auction data. The complexities encountered in this type of auction data include high-cardinality
discrete feature spaces and a multilevel structure arising from multiple bids associated with a single
auction instance. Our methodology combines deep generative modeling (DGM) with an artificial learner
that predicts the conditional bid distribution based on auction characteristics, contributing to
advancements in simulation-based research. This approach lays the groundwork for creating realistic
auction environments suitable for agent-based learning and modeling applications. Our contribution is
twofold: we introduce a comprehensive methodology for simulating multilevel discrete auction data, and
we underscore the potential ofDGMas a powerful instrument for refining simulation techniques and
fostering the development of economic models grounded in generative Al.

Nous proposons une solution basée sur I'apprentissage profond pour simuler de maniere réaliste des
données d'encheres scellées. Les enjeux liés a ce type de données résident dans la gestion des variables
discretes de grande dimension et de la structure multiniveau liée a la présence de multiples offres pour
une seule et méme enchere. Notre approche integre une modélisation générative profonde avec un
systeme d'apprentissage artificiel, capable de prévoir la distribution des offres en fonction des
propriétés de I'enchére. Cette stratégie constitue une base solide pour I'élaboration d'environnements
d'encheres artificiels mais réalistes, adaptés a I'apprentissage et a la modélisation basés sur les agents.
Notre contribution est double: nous introduisons une méthodologie compléte pour simuler des
données d'encheres discrétes a plusieurs niveaux, et nous mettons en lumiere le potentiel de la
modélisation générative profonde pour améliorer les techniques de simulation et promouvoir le

développement de modeles économiques s'appuyant sur l'intelligence artificielle générative.

Keywords/Mots-clés: simulation crafting, discrete deep generative modeling, multilevel discrete data,
auction data / simulation, modélisation générative discrete et profonde, données discrétes
multiniveaux, données d'enchéres
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1 Introduction

In this paper, we propose a hierarchical deep learning method for generating synthetic yet realistic first-
price auction data. Our approach is designed to address the challenges associated with high-cardinality
discrete feature spaces and multilevel structures inherent to auction data. By leveraging the capabilities of
generative deep learning, our primary contribution is to provide the right methodology for crafting
realistic auction simulations, which in turn can facilitate the application of agent-based modeling (ABM)
and complex system approaches to the study of auction markets.

Auction markets, as a prominent example of complex systems, have gained significant attention
from researchers and practitioners due to their inherent complexity and potential applications across
various fields, such as finance, economics, and operations research [1]. The study of first-price auctions,
in particular, is crucial for understanding the mechanisms and dynamics that govern their functioning,
which are prevalent in numerous industries and applications, including online advertising [2], electricity
markets [3], and public procurement in general [4].

We argue that simulations, ABM, and the complex system approach, in general, may offer
advantages over static statistical analysis by providing a more detailed representation of individual
interactions and capturing the emergent properties of complex systems [5, 6, 7]. The integration of deep
learning techniques, such as deep generative modeling, with the crafting of realistic auction simulations is
expected to promote more robust and resilient economic systems, ultimately benefiting various fields,
including computational economics [8, 9, 10].

The method developed in this paper utilizes generative adversarial networks (GANs) [11] and
variational autoencoders (VAEs) [12] for the replication of the auction feature space, while employing a
neural network, referred to as Bidnet, to predict the conditional bid distribution for each instance of auction
from the generated feature space. Recent advancements in deep generative modeling (DGM), such as the
development of CTGAN [13], have enabled the efficient handling of high-cardinality discrete distributions,
which is a critical aspect for the generation of realistic auction data. Additionally, our Bidnet architecture is
specifically designed to address the multilevel issue inherent to auction data, by capturing the relationships
between auctions and their associated bids. This combination of DGM and Bidnet provides a
comprehensive and effective approach for simulating first-price auction data, while accounting for the
complexities and challenges associated with high-cardinality discrete feature spaces and multilevel
structures.



1.1 Paper Organization

Section 2 delves into the mathematical background of GANs and VAEs, discussing their advantages over
traditional methods for data generation. This section also explores the application of deep generative modeling
in social sciences and its use in high-dimensional discrete spaces.

In Section 3, we detail the process of generating synthetic multilevel auction data. This section first
presents the multilevel problem and the problem formulation, followed by the solution framework. We then
discuss approximating auction features joint density using GAN-based approaches and tabular variational
encoding. The section continues with the training of a generator for continuous bids and concludes with the
sampling of synthetic auction instances.

Section 4 focuses on the validation of the synthetic data generated by our proposed methods. This
section evaluates the faithfulness of the synthetic auction features and the performance of the BidNet in
generating synthetic bids.

In Section 5, we present a discussion that summarizes the study’s findings, emphasizing the credibility
and usefulness of our contribution. This section also discusses the limitations of our approach and highlights
the superiority of CTGANS in our specific context.

Finally, the algorithms used and developed in the paper are detailed in the Appendix.

2 Deep Generative Modeling

Deep generative modeling includes a variety of techniques that aim to perform density estimation using
artificial neural networks as function approximators. Certain models can obtain an explicit representation
of the target distribution, while others provide only an implicit, or "black box," representation of the data
structure to be replicated. In this study, we focus on the latter category of models, specifically GANs [11] and
VAEs [12]. The strength of these models lies in their ability to eliminate the necessity for detailed knowledge
of the underlying data structure being replicated. In essence, GANs and VAEs possess the capability to
generate an extensive array of synthetic data points from a limited number of empirical observations.

Adversarial learning is the core concept in GANSs, which consist of two neural networks, a generator
(@) and a discriminator (D), that compete in a two-player minimax game. The generator’s objective is to
generate synthetic samples G(z), where z is a random noise vector, that are similar to the true data distribution
Pdata (). The discriminator’s goal is to differentiate between real samples (x) from the true data distribution



and synthetic samples generated by the generator. The discriminator assigns a probability value D(x) to each
input z. The learning process can be described by the following objective function:

mén max V(D,G) = Ex ~ pdata(z)[log D(z)] + E,p_ - [log(1 — D(G(2)))] (1)

During training, the generator and discriminator optimize this objective function in a sequential way.
The generator seeks to minimize the function while the discriminator attempts to maximize it. This adversarial
process leads to a convergence where the generator produces samples that the discriminator can no longer
differentiate from real data samples. As the training progresses, the generator becomes increasingly skilled
at producing realistic samples, while the discriminator improves its ability to distinguish between real and
synthetic samples. When the equilibrium is reached, the generator generates synthetic samples that resemble
the true data distribution, and the discriminator is unable to distinguish between real and generated samples,
assigning a probability of % to each input.

Figure 2.1: Chart of adversarial learning (left) and variational autoencoding (right).

i backpropagation

m > loss
z~U(0,1) @ > X
X ~ Preal ‘P(input is real) LOQ a

T backpropagation Code

VAE:s are a type of generative model that leverages variational inference to learn a probabilistic mapping
between the data and a latent space. The key idea behind VAEs is to introduce a probabilistic encoder g4 (z|z),
that approximates the true posterior distribution py(z|x), and a probabilistic decoder py(x|z), that models the
data distribution conditioned on the latent variable z. Here, ¢ and 0 represent the parameters of the encoder
and decoder neural networks, respectively. Variational inference is used to optimize the evidence lower bound
(ELBO) on the log-likelihood of the data, i.e.,

logpg(z) > Eq¢(z|x)[log pe(x|2)] — Dk r(q4(2|z)|[pe(2)) = L(0, ¢; ). (2)

The ELBO consists of two terms: the reconstruction term, Eq¢(z|x)[log pg(z|z)], which measures
the ability of the model to reconstruct the data given the latent variable, and the regularization term,
Drr.(q4(z|)||ps(2)), which measures the divergence between the approximate posterior and the prior
distribution over the latent space. During training, the VAE jointly optimizes the encoder and decoder pa-
rameters to maximize the ELBO with respect to the model parameters 6 and ¢. This process encourages the
learned latent space to have a meaningful structure, enabling efficient generation of new samples by sampling
from the prior py(z) and decoding them using the decoder py(z|z).

2.1 Traditional Methods for Data Generation

Market simulations and simulation crafting have been widely used across various disciplines to study complex
systems, replicate real-world dynamics, and develop policies and strategies. The use of market simulations
can be traced back to the early works of economists and computer scientists [ 14]. Agent-based modeling has
emerged as a prominent approach to studying markets and economic systems, allowing researchers to capture
the interactions between heterogeneous agents and their influence on market outcomes [5]. A large body of



literature has explored different aspects of market simulations, from designing auction mechanisms [15] to
investigating the dynamics of financial markets [16].

Historically, traditional methods for simulation crafting, such as Monte Carlo sampling, bootstrapping,
cellular automata, and system dynamics modeling, have been widely used in various applications [17, 5, 18].
Monte Carlo sampling generates random samples from a given probability distribution, cellular automata
simulates spatial and temporal dynamics through discrete cells evolving based on predefined rules, and system
dynamics modeling uses differential equations to describe relationships among system components.

However, these traditional methods exhibit limitations when applied to complex systems with high-
cardinality discrete spaces or multilevel structures, such as auction markets. These limitations include
difficulties in accurately representing high-dimensional probability distributions, modeling intricate depen-
dencies between variables, accommodating nonlinear dynamics and non-stationary behaviors, and integrating
domain-specific knowledge or constraints [19]. Furthermore, traditional simulation methods often require
substantial computational resources and are constrained by their assumptions and rules [6].

The advent of machine learning and artificial intelligence has significantly impacted simulation crafting,
paving the way for advanced techniques such as DGM. Deep generative models including GANs and VAEs,
address the limitations of traditional techniques by learning and representing high-dimensional probability
distributions, modeling complex dependencies between variables, and accommodating nonlinearities and
non-stationarities in complex systems [20]. These innovative methods have been applied to various domains,
such as finance [21]. Although GANSs have been recognized as having potential for creating more realistic
market simulations and fostering the development of more effective policies and strategies [22], the use of
GANSs in economics remains limited, with only a small number of applications currently found in the field.

Leveraging unsupervised learning and deep neural networks, DGM methods identify and represent
the underlying data structure in a flexible and scalable manner. Additionally, DGM techniques can model
complex dependencies and correlations between variables, providing a more accurate representation of the
relationships present in the data. DGM techniques suitable for handling the nonlinearities and non-stationarities
that are inherent to complex systems. Due to their deep architectures and non-linear activation functions, deep
generative models can capture complex, multi-scale structures in data, which may be challenging for traditional
methods to accurately represent. Moreover, DGM approaches can be adapted to incorporate domain-specific
knowledge and constraints, further enhancing the realism and validity of the generated synthetic data.

2.2 DGM in Social Sciences

Although deep generative models are still underused in social sciences, they can potentially provide substantial
improvements in any application relying on qualitative data.

They have emerged as a powerful tool for addressing low degrees of freedom. Specifically, DGMs
amplify observations and enhance weak signals within categorical configurations, enabling the generation of
synthetic data that closely approximates the characteristics of real-world data. This technology has found
applications in a diverse range of domains, such as credit card datasets [23] and medical data recovery [24].

In causal effect research, DGMs play a pivotal role by enabling counterfactual analysis using propensity
scores and facilitating the estimation of unseen or partially unseen distributions through GANs [25] and VAEs
[26, 27]. Additionally, DGMs have been shown to benefit privacy-sensitive applications involving medical or
financial data, leading to specialized literature in this area [28].

Moreover, DGMs have contributed to the reinvigoration of agent-based modeling in economics by
generating synthetic data for creating realistic artificial environments and maintaining simulation realism
[21]. For example, DGM-based travel behavior simulations have employed restricted Boltzmann machines
[29], while GAN-based financial correlation matrices and time-series sampling have been used for simulating



financial systems [16, 30].

2.3 GAN:s for High-Dimensional Discrete Spaces

Despite the progress in market simulations and simulation crafting, several challenges remain. In our case,
generating high-cardinality discrete data and multilevel data structures is still a complex task, as highlighted
by [13]. Furthermore, incorporating the dynamics of real-world markets and their ever-evolving nature into
simulation models requires continuous research and development. Various strategies have been developed
to enhance the stability and performance of GANSs, particularly focusing on innovations that address the
challenges of handling discrete inputs.

For instance, the Wasserstein GAN (WGAN) [31, 32] and the least-square GAN (LSGAN) [33] employ
a critic rather than a traditional discriminator. The critic predicts the distance between a given point and the
decision boundary separating real and fake samples, thereby improving the signal quality for the generator
during training and leading to better convergence properties. WGAN’s popularity stems from its Earth Mover
(EM) or Wasserstein-I loss, which measures the distance between real and fake sample distributions, thus
promoting stable and robust training [31].

The boundary-seeking GAN (BGAN) [34] introduces a modified training process, where the generator
uses a policy gradient that accommodates both discrete and continuous inputs. This approach results in
smoother training and mitigates issues related to mode collapse, a common problem in GANs.

Meanwhile, the conditional tabular GAN (CTGAN) [13] is a framework specifically designed to address
data imbalances and discrete inputs in tabular data. Functioning as a meta-algorithm, CTGAN is compatible
with various loss functions, network topologies, or training processes. The core concept of CTGAN, training
by sampling, augments the generator’s input space with a conditional vector that encodes the selection,
thereby enhancing the model’s ability to capture the underlying structure of discrete data and generate realistic
synthetic samples.

3 Generating Synthetic multilevel Auction Data

In this study, we aim to create realistic synthetic auctions using a novel method that combines two distinct
functions, each handling a specific aspect of the auction data. The first function generates artificial auction
characteristics, capturing the features of the contracts being offered. The second function approximates the
distribution of bids given these auction features, providing an aggregated representation of the bidding firms.
By breaking down the process into these two sequential functions, our method addresses technical challenges
while maintaining the overall structure of the auction. We validate our approach by training a predictor using
the synthetic data and evaluating its performance on real-world data. This method effectively separates the
generation of discrete and continuous data types and simplifies the complex, multilevel auction structure,
making it suitable for generating realistic market simulations.

We have chosen the context of public procurement to demonstrate our ability to simulate realistic
first-price auctions effectively. To this end, we rely on the data provided by the "Systéme électronique d’appel
d’offre" (SEAO), which encompasses 119,029 contracts offered in public market auctions within the Canadian
province of Quebec over a ten-year period (2010-2020). In this scenario, the high-cardinality discrete feature
space represents various auction attributes, such as the type of contract or the designated delivery region. The
multilevel structure of the auction data emerges from the multiple firms participating in the bidding process for
each auction. Utilizing this comprehensive dataset allows us to develop and refine our simulation methodology,
thereby showcasing its potential for generating accurate and realistic representations of first-price auctions in
the domain of public procurement.



3.1 The multilevel Problem

The multilevel structure of first-price sealed-bid auctions presents a challenge due to the varying number
of bids associated with each observation. Consequently, it is necessary to approximate both the conditional
distribution of the random variable representing the number of bids and the conditional distribution of the
bids themselves. Employing a single function approximator for both the discrete feature space and the bids
may compromise accuracy, as the mapping involved in the task is surjective in nature, meaning that multiple
inputs can map to the same output.

An alternative approach could involve using an autoencoding structure, such as the one implemented
in the MEDGAN framework [35, 24], which learns the correspondence between the original and a latent
space. However, MEDGAN is not well-suited to this context, as it is designed to learn mappings between
categorical sets and sub-categorical combinatorial sets. Although MEDGAN could potentially be a viable
option if the goal were to replicate the combinatorial space represented by the firms associated with each
auction, the cardinality of the set of firms is excessively high, making it challenging for any algorithm to
accurately handle such combinatorial structures.

Given these limitations, we choose to focus on generating bids independently from the labels of the firms
behind each bid. This approach circumvents the complexities associated with the high cardinality of the set of
firms and enables more effective generation of realistic auction simulations. Table 1 summarizes the structure
of the data to be replicated and highlights the combinatorial issue associated to the multilevel structure of
first-price auctions. In Table 1, we differentiate between multiclass and multilabel variables. A multiclass
variable is a categorical one, with each instance belonging to exactly one out of a finite set of classes. On the
other hand, a multilabel variable represents cases where an observation can simultaneously have multiple
values. For instance, in our scenario, an auction could be either municipal or provincial, making the variable
municipality a binary multiclass variable. It encodes whether an auction is issued at the municipal level (1) or
not (0). Conversely, the variable firms can take varying numbers of values per auction, as multiple firms may
participate in an auction. Therefore, the variable firms is multilabel. This implies that the cardinality (the
number of possible states) of such a variable increases exponentially with the number of potential values.

Table 1: Structure of the data.

Variables Type Cardinality Count

Discrete multiclass 6,749 9
multilabel 40, 659 1 (firms)
Continuous - - 1 (bids)

3.2 Problem Formulation and Solution Framework

An instance of public procurement auction is labeled a € {1, ..., N}, where N is the number of examples.
Let C be a collection of multiclass variables representing the features of the contracts being offered, and let
nb € C be the number of bidders in an auction. We adopt a sparse one-hot encoded form of our discrete space,
meaning that each ¢ € C'is represented by a binary vector such that ) . ¢(¢) = 1, and c is the aggregated vector
of multiclass variables such that 3 _; ¢(j) = |C|. Introducing the variable firms, we represent it by the binary
variable f, which encodes the presence or absence of firms bidding in each auction, such that ), f(i) = nb*
for each instance a. Thus, an auction a is given by the set x = {c®, f%, b®}, where b is an array of continuous
bids. It follows that the number of elements in b® equals nb®. Let a* be a hypothetical auction with only
one feature (|C| = 1), and two bidders among four firms composing the market. Then, nb®" = 2, and x%"
could be (depending on which firms are actually bidding) {[1, 0], [1,1,0, 0], [b1, b2]}, where by, by > 0. The



problem of density estimation in our case is to approximate the resulting joint distribution p(x). Since we wish

to generate new samples, our problem is to optimize the set of parameters ¢ for the mapping M : x M X,

where x is a fake but realistic synthetic auction, i.e., it is impossible to say if X ~ p(x) or x ~ p(+), where
p(+) is an arbitrary probability function.

We can decompose the mapping M into two independent and sequential functions, specifically by

o) blc; A . .
considering the functions A : z M cand B:c p(l—cﬂ)> f. The function A generates synthetic samples

of auction characteristics, ¢, from the noise input z, by approximating p(c|z; «) using the set of parameters .
Utilizing the latent signal z is advantageous because synthetic samples can be generated from scratch, with
real data required only for training the approximator.

The function B approximates the conditional distributions of the bids given auction features, thus
providing an aggregated representation of the firms. The vector 0 consists of the estimated parameters
for the conditionals and depends on the probability function employed to describe the distribution of bids.
Consequently, the bid generator B produces estimates that serve as arguments for a random generator, from
which nb bids are sampled, i.e., b~ P(é)

While the specific functional forms for A and B have not yet been determined, we can already observe
how the general structure coherently articulates. Once both models are trained with respect to o and 3, we
can generate synthetic but realistic vectors of auction features, ¢, using function A. These vectors are then
utilized as input for function B, reconstructing the space c, b. Consequently, the generation of each data type
is separated between A (discrete) and B (continuous), effectively flattening the multilevel auction structure,
as B represents all firms simultaneously. At this stage, the problem initially formalized by the mapping M
has been divided into functions A and B, or equivalently, we have defined ¢ = («, 3).

The proposed pipeline does not explicitly incorporate the multilabel variable firms, as its cardinality is
too large to feasibly preserve its original form and interpretability. Furthermore, we find it counterproductive
to use a smaller continuous code representing firms if the original space cannot be retrieved subsequently. It is
also worth noting that retaining only a subset of the data to reduce cardinality would undermine the objective.

For validation, we employ the inception scoring method, which involves training a predictor F’ using
the newly sampled synthetic data and evaluating its performance on the real data. The bid generator is
subsequently assessed separately with real examples that were not seen during training. Figure 3.1 offers a
visual representation of the comprehensive system we have outlined.

3.3 Approximating Auction Features Joint Density

This section discusses the details regarding the training of two synthesizers based on GANs and VAEs for

the mapping A : z m c. It is essential to note that they are not complementary but competitors. It is a

priori not possible to predict which one will perform best, so both are tried. Furthermore, they both deserve
to be discussed in the context of our endeavor.

3.3.1 GAN-based Approach

Our GAN-based algorithm consists of a generator G and a critic C' that we optimize with respect to the Wasser-
stein loss. The "training-by-sampling" principle is applied. In this context, G approximates p(c|z, cond),
where cond is a binary conditional vector of size |C| that sums to one. Consequently, the loss function must
be augmented with a cross-entropy penalty term that enforces the sampling of a synthetic data point admitting
c;i» = 1, where ¢* is the selected state of the chosen variable c. The resulting objective function is expressed
as follows:



Figure 3.1: The graph illustrates the sequential structure of our meta-algorithm. The approximators A and B are trained, with
regard to their respective set of parameters « and /3, on real examples. Then, the solidified forms A™ and B™ are used to generate the
synthetic features ¢ and bids b.
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The training procedure surrounding Equation (3) is detailed by Algorithm 1 in the Appendix while
Figure 3.2 provides a graphical account of the algorithmic architecture of the model.

Figure 3.2: Neural representation of the generator and the critic used to synthesize auction characteristics. Note that W and s are
respectively weight matrices and biases, while h are outputs from hidden blocks. The dimensions of h, and therefore of W and s,
depend on the width parameters for a given network. The critic C outputs a scalar while GG outputs a continuous array of size IV, (the
number of continuous variables) and N. one-hot arrays (one for each discrete multiclass variable).

hidden block
input

)

&j ~ softmax(Wahy + s2), Vje{l,...,Nc}

(a) Generator

hidden block
input

=

(b) Critic

We use the PacGAN configuration [36] in order to prevent mode collapse, a common problem in GANs



that refers to when the model fails to capture the diversity of the underlying data distribution and instead
produces a limited set of similar or identical output samples [37]. The PacGAN configuration expands the
input space of the critic with multiple stacks of the original input space.

Additionally, we implement a gradient penalty technique, also known as WGAN-GP, instead of the
traditional "weight clipping" method of imposing a Lipschitz constraint on the critic. This approach stabilizes
the training process and encourages the critic to learn the correct gradients by imposing a penalty on the norm
of the critic’s gradient with respect to its inputs. [32].

In the original GAN framework, the training process alternates between steps for the discriminator and
the generator. The parameter k, a positive integer, determines how many times the discriminator is trained for
each time the generator is trained. Howeyver, in the context of Wasserstein GAN:Ss, it is typically recommended
to train the generator as frequently as the critic, essentially setting & = 1. This is to prevent the critic from
overpowering the generator too quickly. We recall that in the context of wasserstein GANS, the critic replaces
the discriminator of the original framework, and predicts the distance between a given point and the decision
boundary separating real and fake samples (instead of predicting the probability that the input is real).

Finally, we use the adaptive moment estimation (Adam) optimizer, an extension of the stochastic gradient
descent that improves performance by adapting the learning rate of each weight parameter based on its first
and second moments [38].

3.3.2 Tabular Variational Autoencoding

In the variational autoencoding framework, the encoder models p(z|c, x), while the decoder replicates the
original space by approximating p(c, x|z). "Training-by-sampling" is thus neither necessary nor possible
since the conditional vector would be encoded in a continuous layer. It means that only the decoder needs
to be modified to generate tabular data. In addition, the reconstruction loss needs to be augmented with a
cross-entropy term to ensure the integrity of the discrete structure. Algorithm 2 in the Appendix details
the training procedure of the tabular variational autoencoder (TVAE), and Figure 3.3 provides its pictorial
representation.

3.4 Training a Generator of Continuous Bids

Recall that B must represent all the firms at once by learning a bidding function based on auction features,
which are synthesized with A. Ultimately, the best model from the two trained for A will be selected. However,

for now, this information is irrelevant, as only inputs sampled from the original data need to be considered to

blc; A . . . e
train an approximator B : c M 0. As shown by Figure 3.4, the standardized logarithmic bid distribution

is Gaussian. Accordingly, the assumption of log-normality for the conditionals can be made, meaning that
0 = (1, 0?), where p and o2 are the first two moments of the Gaussian density.

In accordance with the pipeline delineated earlier, the input space of the bid generator B must correspond
to the output space of the auction generator A. The challenge arises due to the necessity of generating bids
separately yet not independently from their conditional vector. Given that 6 is a bi-dimensional vector, the
task is defined as a multi-output regression. Since a multi-output linear model only represents the fitting of
independent models and disregards the statistical dependence between each model’s parameter set, a nonlinear
approximator is required to model B.

A neural network, or more specifically a multi-layer perceptron (MLP), is the most comprehensive
approximator capable of performing multi-target regression while maintaining the statistical dependence
among its parameters [39]. Taking an input vector x and a target y, an MLP can represent the function
f(x;v) by producing parameters for a distribution over y instead of directly predicting y [40, 41, 42]. This



Figure 3.3: Neural representation of the encoder and decoder composing the tabular VAE used to synthesize auction characteristics.
Similarly to Figure 3.2, W and s are respectively weight matrices and biases, while h are outputs from hidden blocks. The o; are
parameters of the decoder.

hidden block

input i ~ tanh(Wihy +s1), Vje{l,...,N;} }—»{ xj ~N(pj,05), Vie{l,...,Ng}

¢; ~ softmax(Waha + s2), Vje{l,...,N.} ‘

(a) Decoder

hidden block

input
=
@ o =exp(L(Wh+s)) /

z ~ N (p, oT)

(b) Encoder

is applicable when -y is optimized with respect to —logP(y|z). Considering an MLP for B, its output is
interpreted as a bi-dimensional vector containing the predicted first two moments of a conditional distribution
p(b|c). This model will be referred to as the BidNet.

To ensure the stability of the BidNet (i.e., systematic convergence), it was trained on different folds
using a cross-validation procedure. The methodology involves dividing the training set into K folds (in this
case, K = 5) and utilizing K — 1 folds to optimize the parameters with respect to the negative log-likelihood
(NLL). Subsequently, the aggregated loss is computed on the remaining fold. After each pass over the training
set, the validation set (the remaining fold) is employed to assess the objective NLL, which forms the basis for
an early stopping rule. This strategy serves as a regularization method to prevent overfitting. The process is
repeated until all K folds have been used as validation sets. Although various early stopping designs have
been identified by [43], a customized one was employed to best suit the requirements of this study. The
pseudocode related to the training of the BidNet with cross-validation is presented in Algorithm 3 in the
Appendix.

3.5 Sampling Synthetic Auction Instances

The GAN-based model relies on its generator to sample synthetic features from noise. However, following
the principle of training-by-sampling, the user must also create a conditional vector or a batch of conditional
vectors alongside the latent space z. To achieve this, one must apply steps 3 to 6 described in Algorithm 1
and then feed the trained generator with the noise and the conditional vector, as illustrated in Figure 3.2. A
key advantage of this approach is that one can manually specify a conditional vector by disregarding steps 3
to 5 in Algorithm 1, enabling the replication of the signal of interest. The tabular VAE also samples through
latent noise that can be created from a standard Gaussian distribution.

A synthetic instance of public procurement comprises a vector of auction features ¢ and its associated
array of bids. It is important to note that the process of bid generation occurs in two steps because the number
of bids to be generated per auction varies. The variable "number of bidders" encodes this variability and has
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Figure 3.4: Comparison of normal quantile-to-quantile plots relating to several numerical representations of the logarithmic bids.
Left to right: mode specific normalization, minmax normalization, and standardization. Here, mode-specific normalization was
applied to the bids in hope that it would provide a precise representation of the target, concerning the incumbent regression task.
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been included in the joint distribution of auction characteristics; consequently, it is included in the output of
A. Since the BidNet predicts the first moments of a Gaussian distribution, it is straightforward to sample nb
bids from a random generator. In fact, when given synthetic inputs originating from A, the BidNet provides
0 = (fi,52), which are the parameters for the conditionals p(b|c; #). Synthetic bids are then drawn according
tob ~ N(H).

To maintain consistency with the notation introduced in Figure 3.1, we distinguish b from b, the latter
representing the predicted bids originating from A (é), where 0 is the output of the BidNet when provided
with an original sample from the test set cycs;. It is important to note that the predicted bids b should be used
for validation purposes only.

4 Validation

We assess the faithfulness of the synthetic auction features, and by extension the performances of our
synthesizers, by employing an inception score. The concept of inception scoring is based on the principle that
a classifier or a regressor that has been trained successfully using synthetic data should perform well when
tested on real-world instances. This principle underlies the expectation that the characteristics of a predictor’s
output are primarily determined by its input, given a fixed set of parameters.

Inception scoring is a well-established method for validating the output of GANs and has been widely
used for this purpose in the literature. The use of inception scoring as a validation metric for GANs was first
proposed by [37] and has since been adopted and expanded upon by numerous researchers upon investigation
on its usefulness as a metric for evaluating the quality of generated outputs [44].

In our case, we perform inception scoring by utilizing the binary variable municipality—one of the
auction characteristics—as a target in the following binary classification problem:

f(c—mun> = p(mun>7

where c_,,.,,, is the one-hot encoded set of auction features that excludes municipality. In other terms,
mun|c_mun)

we define the classifier f : B [0, 1]. If the synthetic data is realistic, that is, if the synthesizer
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being evaluated managed to efficiently approximate the targeted joint distribution, then we expect the overall
accuracy of f(c_un) and f(€_pun) to be similar; provided f has been successfully trained.

Table 2: The classification accuracy for each class (Recall), as well as the average F1-score are reported. The classifiers have been
trained two times each, using 100,000 training examples generated with the GANs and VAE-based method. Both synthesizers have
been previously trained over 200 epochs. The numbers in the parenthesis indicate the performance gap (in percentage) between
scores achieved on synthetic and real test-beds.

(a) Evaluation metrics of models trained on synthetic data generated by the GAN-based method.

Test-bed Model Recall (0) Recall (1) F1-score
Decision Tree 0.95 091 0.93
Synthetic k-NN 0.90 0.84 0.87
CMLP 0.88 0.80 0.84
Decision Tree 0.94 (-0.01) 0.57 (-0.15) 0.78 (-0.15)
Real k-NN 0.81 (-0.09) 0.74 (-0.10) 0.78 (-0.09)

CMLP 0.88 (0.00) 0.76 (-0.04) 0.83 (-0.01)

(b) Evaluation metrics of models trained on synthetic data generated by the VAE-based method.

Test-bed Model Recall (0) Recall (1) F1-score
Decision Tree 0.99 1.00 0.99
Synthetic k-NN 0.98 0.96 0.97
CMLP 0.98 0.97 0.97
Decision Tree 1.00 (+0.01) 0.00 (-1.00) 0.44 (-0.55)
Real k-NN 0.00 (-0.98) 1.00 (+0.04) 0.24 (-0.73)

CMLP 0.66 (-0.32)  0.89 (-0.08) 0.75 (-0.22)

Three models were utilized to represent the classifier f: a decision tree, k-nearest neighbors (k-NN) and
a multi-layer perceptron. Here, we will name our MLP classifier as CMLP, where C stands for classification,
in order to distinguish this classifier from the MLP we used earlier to predicts the bids. Evaluation metrics
for the three classifiers when trained on synthetic examples generated by the GAN-based and VAE-based
methods are reported by Table 2. Based on the results, we can draw a clear conclusion: the GAN-based
model succeeded in synthesizing reliable and realistic data, while the VAE-based model did not. Indeed, the
CMLP achieved an overall classification F1-score on the real test-bed only 1% below what was attained on
the synthetic test-bed. We recall that, having been trained with synthetic data, it is natural that the classifiers
perform best on a synthetic test-bed. Despite the decision tree model performing the worst with an F1-score
15% below its reference point, it still achieved a 78%, which is acceptable according to classification standards.
Furthermore, a specific pattern emerges from this experiment, indicating that instances belonging to class 0
are more accurately classified than those of class 1 (Recall (0) versus Recall (1)). All three classifiers have
preserved this structure when tested with real data, providing additional evidence supporting our conclusion.

In contrast, when examining the VAE-based model, classifiers display relatively poor F1-scores, ranging
from 44% (Decision Tree) to 75% (MLP). An F1-score below or around 50% suggests that the classifier was
not better than a random algorithm. In addition, the decision tree and the k-NN both assigned all instances of
the real test-bed to the same class (class O for the decision tree and class 1 for the k-NN). The MLP performed
decently in recognizing some structure in the data generated by the VAE-based model, but the scores achieved
on the synthetic test-bed are unrealistically high. This gap in performance between the GAN and VAE-based
methods explains why we indulged in the specification of two methods in the first place. It should also be
noted that the results in this kind of experiment may vary according to the hyperparameter settings, and in
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theory, the tabular VAE should be able to reach a similar level of effectiveness with some fine tuning. The
point to be made here is that the GAN-based model provides a reliable way to perform the task at hand without
having to worry too much about hyperparameter tuning. Details about our hyperparameter tuning are to be
found in the Appendix.

Now, we need to evaluate the efficiency of the BidNet, and by extension the reliability of the synthetic
bids. An account of the BidNet’s relative efficiency is given by comparing it to a regression tree model and
a multi-target support vector regressor (MSVR). The three regressors have been evaluated using the same
metric—negative log-likelihood (NLL)—and their performances over five folds are reported in Table 3. The
BidNet is, on average, the best and fastest model.

Nevertheless, since the NLL is a relative measure with values that can range from —oco to 400, a
thorough investigation of the BidNet’s outputs is needed in order to assert the reliability of the resulting
synthetic bid distribution. To that end, we propose a procedure for evaluating the distance between the
distributions of fake and real bids, Dist(p(b)||p(b)), using the distance between the real and predicted
distributions Dist(p(b)||p(b)) as an identity, and the distance between the predicted and fake distributions
Dist(p(b)||p(b)) as a control.

Table 3: The averages and standard deviations of the negative log-likelihood (NLL) over the five cross-validation folds are given for
the BidNet, a tree-based regressor and a multi-target support vector regressor (MSVR). The column best reports the NLL to the best
model identified with each method.

NLL Number of Iteration
Model mean std best mean std
BidNet 0.81 0.61 0.10 1,184 6,445
Regression Tree 2.11 0.03 2.06 92,500 -
MSVR 1.61 0.07 150 92,500 -

This procedure is also called "double validation" because it provides another way to validate the output
of the synthesizers. Indeed, the opportunity to use the BidNet in order to construct an inception score naturally
occurs since it has been trained on the real data and generates synthetic bids from fake auction features. The
results displayed in Table 4 are coherent with those of the previous validation as the tabular VAE is at the
origin of a noisy synthetic bid distribution. Meanwhile, Dist(p(b)||p(b)) and Dist(p(b)||p(b)) are very close
to each other in both cases and also close to Dist(p(b)||p(b)) in the GAN-generated data case. The BidNet
is hence effective in preserving the statistical dependence between bids and their auction features and is a
powerful approximator of p(b|c).

5 Discussion

In this study, we have investigated the application of GANs and VAEs for crafting realistic auction simulations.
We employed these data-driven methods to generate synthetic auction features and bids, aiming to provide
a credible and useful tool for researchers and practitioners in the field of auction design and analysis. To
ensure the reliability of the generated data, we evaluated the performances of the synthesizers by employing
inception scores and assessing the faithfulness of the synthetic auction features. Additionally, we compared
the BidNet’s efficiency to regression tree and multi-target support vector regressor models to further validate
the newly generated synthetic data.

Our results demonstrated that while both GANs and VAEs are capable of generating realistic artificial
data, the CTGAN outperformed the tabular VAE in our context. The CTGAN’s ability to generate data
according to hand-crafted conditional vectors made it particularly suitable for simulating auction scenarios in
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Table 4: The statistical distances have been measured with the Wasserstein or Earth-Mover Distance (EMD), and the quantile-to-
quantile root mean squared error (QQ-RMSE). A score of 0 indicates identical distributions.

(a) Synthetic bids emanate from the real data.

QQ-RMSE EMD
Dist(p(b)||p(b)) 1.17 0.02

(b) Synthetic bids emanate from the data generated by the GAN-based method.

QQ-RMSE EMD
) 1.37 0.01
) 1.30 0.00

Dist(p(b)lp
Dist(p(b)]lp

(

b
(b

(c) Synthetic bids emanate from the data generated by the VAE-based method.

QQ-RMSE EMD
)) 40055  0.28
) 40055  0.30

Dist(p(b)|lp
Dist(p(b)||p

(

b
t

our study. This finding highlights the importance of selecting the most appropriate method for the specific
context and requirements of a given task.

The proposed method has broader implications and potential applications beyond simulating first-price
auction data. For instance, the method could be extended to simulate other types of auctions and market
mechanisms, as explored by [45]. Furthermore, our method could be integrated with multi-agent systems,
such as those employed by [40], to simulate more complex interactions and behaviors in auction markets.
Combining our method with other machine learning techniques, like those used by [47] to forecast GDP
growth, could enable researchers to predict various economic indicators or outcomes based on synthetic data.

However, it is important to acknowledge the limitations of our approach. A primary limitation is
that GANs and VAEs can only capture the dynamics of data structures through time based on past data.
Consequently, simulations generated using data-driven methods like ours cannot incorporate novel shock
scenarios. This limitation is not unique to our approach, as no model can accurately predict the future, and
anticipating future shocks that substantially modify the data generation process of a joint distribution remains
an ongoing challenge in economics in general.

In conclusion, this study offers a valuable contribution to the field of auction simulations by demonstrating
the potential of GANs and VAEs for generating realistic and reliable synthetic data. While our approach is not
without its limitations, the findings provide a strong foundation for future research in this area, particularly in
exploring the potential of CTGANs and other generative models for simulating complex auction scenarios
and their applications in various economic contexts.
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Appendix A: Methodology Overview

Initially, the SEAO dataset underwent a thorough cleaning process. This involved handling missing values,
removing irrelevant columns, and reformatting specific columns to ensure their consistency and reliability.

Following the data cleaning, preprocessing was conducted to transform the dataset and make it suitable
for machine learning applications. Discrete variables were transformed using one-hot encoding techniques,
while continuous bid values were standardized.

To generate synthetic data, two primary generative models were utilized: CTGAN and TVAE. The
CTGAN model was trained using an array of hyperparameters, including distinct embedding dimensions,
generator and discriminator dimensions, learning rates, and specific decay rates. Likewise, the TVAE, a
variant that incorporates a variational autoencoder structure, was trained with specific parameters, including
hidden and latent dimensions.

Once trained, these models were then employed to sample synthetic datasets, replicating the patterns
and distributions seen in the original SEAO dataset.

Subsequent to the synthetic data generation, we introduced the BidNet neural network model. This
model was designed to predict bid values using both discrete and continuous inputs. For training efficiency,
the model utilized cross-validation and early stopping methodologies. Several hyperparameters, including
learning rate, batch size, and number of epochs, were tuned to optimize the model’s performance.

To assess the quality of the synthetic data produced by CTGAN and TVAE, a series of classifiers,
including Decision Trees, k-Nearest Neighbors, and Neural Networks, were trained on both the real and
synthetic datasets. Performance metrics from these classifiers provided insights into the fidelity and utility of
the synthetic data.

Finally, the BidNet model’s performance was critically evaluated using various metrics. These metrics,
namely the Root Mean Square Error (RMSE), Jensen-Shannon distance (JS), and Wasserstein distance (WS),
compared the synthetic and real bids, giving a comprehensive understanding of the model’s accuracy and
effectiveness.

Throughout the entire process, special attention was given to reproducibility. Foundational functionalities
ensured consistent random states, allowing for deterministic behavior across runs. Additionally, capabilities
were established to save intermediate results, trained models, and to manage computation across various
devices, whether CPU or GPU.
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Appendix B: Algorithms

Algorithm 1 Training GANs-based auction features generator

1: Dyrain < Initialize training set
2: while C(fake) > threshold do > The critic can be optimized until C'( fake) is near 0.

3:

R A A

Randomly select a discrete variable ¢ with equal probability

Compute the probability mass function (PMF) of ¢

Randomly select a state ¢* inherent to ¢ according its PMF

Create the conditional vector cond so that ) . cond(i) = 1 and cond(i*) = 1

for batch € {1,..., Npatches} do > Gradient descent with mini-batch
real <— d(ci+ = 1) ~ Dyrain > Sample batch of real examples respecting the constraint
z~N(0,1) > Sample noise
fake «— d ~ G(z) > Sample fake examples
real + [real] x 10 > Stack input 10 times for Pac configuration

fake < [fake] x 10
L)+ (C(fake;) — C(realj)) + CE(,cond)

Lbateh o phateh 4 \(||W Lbatch||y — 1)2 > Apply gradient penalty

iﬁcgit : wCTg ];I— Adam(V .., % o Lbateh (i) > Updating C with AdarZ

if batch mod k = 0 then > Synchronicity, depends on
Woen 4 Wgen + Adam(V,,, £ 37 —C(G(2))) > Updating G with Adam

Algorithm 2 Training tabular VAE for auction features

1: Dyrain < Initialize training set
2: for epoch € Neps do

3:

Y %R

for batch € {1,..., Npaiches } do > Gradient descent with mini-batch
real ~ Dipgin > Sample batch of real examples
(p,02) ~ Enc(real)
2z~ N(p,0?) > Sample latent input
fake ~ Dec(z) > Sample fake examples
L) + CE(¢; — argmax(c)) + (20%) Y (x; — tanh(i;))? + KL(N (u;, O‘JQ-),N(O, 1))
w 4 w+ Adam(V,, = Y Lbateh ;) > Updating parameters with Adam
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Algorithm 3 K-folds cross-validation BidNet training procedure

1:
2:
3:
4:

R A

10:

12:
13:
14:
15:
16:

D« {Dy,...,Dg} > Initialize K-folds
loss™ +— oo > Initialize best model
for fold € D do

reset(WpidNet) > Reset parameters before entering each new fold

Dyar < D(fold), Diyain < D(—fold)
while has not converged do

for batch € {1,..., Npatches} do > Gradient descent with mini-batch
d ~ Dirain > Sample batch of real examples
0 < BidNet(d)
Lirain « m=13" N LL(6); > compute NLL on training batch
w <+ w + Adam(V LIrem) > Update BidNet
converged « ES(L'™) > Early stopping
LYt n~ty ; NLL(BidNet(Dyar)), > compute NLL on validation fold
if L' < loss* then
loss* « LY
save model

Algorithm 4 Synthetic bid validation / Double validation

1
2
3
4
5:
. i
7
8
9

B+ B* > load best set of parameters for BidNet
Ca—a > load optimized set of parameters for synthesizer
: €~ Ay+(2) > sample synthetic examples from the trained synthesizer
i ¢~ Diest > sample a test-set of real instances

b~ Bg-(c) > sample predicted bids from the test-set of real instances using the BidNet

b~ Bg-(c) > sample fake bids with the synthetic data emanating from the synthesizer

Dist(p(b)||p(b)) > compute the statistical distance between the fake and real distributions of bids

Dist(p(b)||p(b)) > compute the statistical distance between the predicted and real distributions of bids

Dist(p(b)||p(b)) > compute the statistical distance between the predicted and fake distributions of bids
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